Development of a framework to identify research gaps from systematic reviews
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Abstract

Objective: Our objective was to develop a framework to identify research gaps from systematic reviews.

Study Design and Setting: We reviewed the practices of (1) evidence-based practice centers (EPCs), and (2) other organizations that conduct evidence syntheses. We developed and pilot tested a framework for identifying research gaps.

Results: Four (33%) EPCs and three (8%) other organizations reported using an explicit framework to determine research gaps. Variations of the PICO (population, intervention, comparison, outcomes) framework were most common. We developed a framework incorporating both the characterization of the gap using PICOS elements (also including setting) and the identification of the reason(s) why the gap exists as (1) insufficient or imprecise information, (2) biased information, (3) inconsistency or unknown consistency, and (4) not the right information. We mapped each of these reasons to concepts from three common evidence-grading systems.

Conclusion: Our framework determines from systematic reviews where the current evidence falls short and why or how the evidence falls short. This explicit identification of research gaps will allow systematic reviews to maximally inform the types of questions that need to be addressed and the types of studies needed to address the research gaps. © 2011 Elsevier Inc. All rights reserved.
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1. Background and objective

Research should answer questions that matter. Setting a research agenda requires identifying questions that are important to patients, policy makers, and clinicians. A research agenda should also reflect the appropriate ways to answer the questions. The identification of where the evidence falls short and how the evidence falls short is essential to the development of important research questions and in providing guidance in how to address those questions.

The synthesis of existing evidence, through systematic reviews, has been widely recognized as the best way to inform decisions about health care. However, the full potential of systematic reviews has not been realized. The consideration of existing evidence often highlights important areas where deficiencies in information limit our ability to make decisions. When the ability of the systematic reviewer to draw conclusions is limited, we have called this a “research gap.” A research gap may be further developed, such as through stakeholder involvement in prioritization, into “research needs.” Research needs are those areas where the gaps in the evidence limit decision making by patients, clinicians, and policy makers. The clear and explicit identification of research gaps is a necessary step in developing a research agenda, including decisions about funding and the design of informative studies. Yet, the identification of such gaps has not been completed in a systematic way. Instead, people seeking guidance from systematic reviews about useful future research are often frustrated by the lack of detail provided.

Clarke et al. [1] examined the 2,535 Cochrane reviews in Issue 4, 2005 of The Cochrane Library. Cochrane reviews include a separate section for review authors to discuss “Implications for Research.” However, Clarke et al. found that the characterization of the needs for future research was less than explicit. Twelve percent of the reviews failed to specify any of three basic components of a well-designed research question (population, intervention, outcome). Only about 17% included all three domains in describing gaps. Although not a purpose of the Clarke et al.’s study, it also appeared that reviews did not provide any description of how gaps were identified.

Scott et al. [2] surveyed 43 member organizations of the International Network of Agencies for Health Technology...
What is new?

Key finding:
A framework was developed to explicitly identify and characterize research gaps from systematic reviews.

What this adds to what was known?
Research gaps prevent systematic reviewers from making informed health care decisions. This framework characterizes where the evidence falls short and how or why the evidence falls short.

What is the implication and what should change now?
Use of the framework promotes an explicit and systematic method of identification and presentation of research gaps from systematic reviews.

Assessment (INAHTA) and classified two organizations of 12 responses as having a formal process for linking gaps from health technology assessments (HTAs) to the research funding process. In a review of the HTAs from their own organization, the authors noted that, although many of the HTAs reported that there was limited evidence, gaps were not specifically highlighted and discussion of the limitations of the evidence was embedded in the text [2,3].

We completed a search for articles describing methods for the identification of research gaps from systematic reviews (MEDLINE, April 22, 2010). We found five relevant studies [1,4–7]. Other than the Clarke et al. study, these studies were all conducted within a specific topic or disease area. In 2009, Chou et al. [4] evaluated the body of evidence for each research question related to the use of opioids for chronic noncancer pain, and considered research gaps as those questions with only “poor quality” evidence. Two of the articles used topic-specific organizing principles, including a care pathway [5] and a decision tree [7], to identify gaps as areas with limited or poor quality evidence.

We found limited information in the literature describing the development or use of frameworks for the identification of research gaps. Our objective was to develop a framework for the identification of research gaps from systematic reviews.

2. Methods

Detailed methods are provided in the report for this Evidence-based Practice Center project funded by the Agency for Healthcare Research and Quality (AHRQ) [8]. We first sought to identify any methods and frameworks being used by organizations to identify gaps from systematic reviews. We conducted an audit of reports from Evidence-based Practice Centers (EPCs). Reports addressing clinical or health care services questions, published since 2008 by current EPCs, were considered. If an EPC had multiple reports that met these criteria, one report was randomly chosen for inclusion in our sample. We also contacted other organizations that conduct systematic reviews or related syntheses, such as technology assessments. These organizations were all current member organizations of INAHTA [9] or current members of the Guidelines International Network [10] from the United States, Canada, U.K., or Australia who conduct syntheses of evidence.

We developed a framework based on the results of the audit of current practices. We also developed a worksheet and a set of instructions to be used in the application of the framework. The draft framework was reviewed by two experts at our institution. We then pilot tested the revised framework using two randomly chosen systematic reviews from EPCs. Two team members independently applied the framework to each report. Process information, such as time for completion and any issues in the application of the framework, was collected. The number and type of gaps identified using our framework were compared with those presented in the future research sections of the reports.

3. Results

Twelve reports were included in our audit of EPC reports. All reports included some discussion of future research needs or gaps; in 75%, this was found in the discussion section of the report. None of the reports included a description of how research gaps or needs were identified. We determined that two of the 12 reports used an explicit framework to present the gaps. In both cases, the PICO format was used (population, intervention, comparison, outcomes).

We identified and contacted 64 organizations that conduct evidence syntheses. We received a response from 37 (58%). We classified four (11%) organizations as having a formal process for the identification of research gaps or needs; three of these used a framework. Two of the three organizations used PICO and one organization used the key questions from a guideline as a framework. Eleven other organizations reported using a formal process but nine of these did not meet our definition, and two used a formal process for identifying needs for evidence syntheses (n = 1) or guidelines (n = 1).

On the basis of our review and scan of current practices, we felt that a framework should comprise a description of where the evidence is inadequate and a description of the way(s) in which the evidence is inadequate. We developed a framework to be applied for each review question and to include two elements: (1) the characterization of the gaps and (2) the identification of the reason(s) for each research gap. The PICOS or PICO format is used by many organizations in developing questions, and was used to characterize
research gaps by projects we identified in the literature and by a number of the EPCs and other organizations. In applying the PICOS element of the framework, an investigator would provide details about the research gap in terms of population (P), intervention (I), comparison (C), outcome (O), and setting (S). Those elements that are inadequately addressed in the evidence base would be described. The other relevant elements will be apparent from the review question from which the research is derived. For research gaps that do not relate to a specific review question, all available elements of the research gap would be characterized.

The other concept of the framework is a classification of the most important reason(s) for the existence of the research gap. The reason(s) indicated would be those that most preclude conclusions from being made. Put another way, what would be needed to allow for conclusions to be made? The proposed classification of the reasons for research gaps includes:

A. Insufficient or imprecise information,
B. Biased information,
C. Inconsistency or unknown consistency, and
D. Not the right information.

To leverage work already being completed by review teams, we mapped each of these reasons for research gaps to concepts from three commonly used evidence grading systems: the United States Preventive Services Task Force (USPSTF) system [11], the Strength of Evidence (SOE) system used by EPCs [12], and the Grading of Recommendations Assessment, Development and Evaluation (GRADE) system [13].

The classification of reason(s) for gap are based on the following:

3.1. Insufficient or imprecise information

Insufficient information can arise if no studies are identified, if a limited number of studies are identified, or if the sample sizes in the available studies are too small to allow conclusions about the question of interest. If the information available in identified studies is insufficient to allow a conclusion or if the estimate of the effect (usually achieved from a meta-analysis) is imprecise there is a research gap. Precision is the degree of certainty surrounding the effect estimate. An imprecise estimate has been defined as one for which the confidence interval is wide enough to include both superiority and inferiority (i.e., the direction of effect is unknown), a circumstance that precludes a conclusion [12]. More broadly, imprecision could be considered to exist if the upper and lower levels of the confidence interval would result in different clinical decisions. Imprecision in the meta-analytic effect estimate may result as a consequence of a small number of studies in the meta-analysis or small sample sizes in included studies (leading to imprecision in individual study effect sizes). Where meta-analysis is not conducted, precision of the individual studies should be evaluated. This category corresponds to the precision domain in the EPC SOE, GRADE and USPSTF both include consideration of this concept. USPSTF, for instance, considers the number and size of the studies that address a particular question, whereas the GRADE Working Group advise decreasing the grade of quality of evidence if data are “imprecise or sparse.”

3.2. Biased information

Various criteria exist for assessing the risk of bias of studies of different study designs. The aggregate risk of bias is contingent on the risk of bias of the individual studies [12]. In addition to considering methodological limitations of studies, the appropriateness of the study design should also be considered. The risk of bias of the body of evidence would also be considered here, such as the possibility of publication bias or other reporting biases (e.g., selective outcome reporting). Each of the grading systems incorporates elements of study design and the aggregate of the quality of the studies.

3.3. Inconsistency or unknown consistency

In the SOE system used by EPCs, consistency is defined as the degree to which reported effect sizes from included studies appear to go in the same direction [12]. The two elements are whether effect sizes have the same sign (same side of “no effect”) and whether the range of effect sizes is narrow. According to the GRADE system, consistency refers to the similarity of estimates of effect across studies, incorporating direction of effect, size of differences in effect, and the significance of the differences in effect size [13]. However, it should be kept in mind that a statistically significant effect size in one study and an effect size whose confidence interval overlaps null in another study do not necessarily constitute inconsistent results. Statistical measures of heterogeneity may be used to help in evaluating consistency. If there is only one available study, even if considered large sample size, the consistency of results is unknown [12].

3.4. Not the right information

There are a number of reasons why identified studies might not provide the right information for answering the question of interest. First, results from studies might not be applicable to the population and/or setting of interest. Secondly, the optimal or most important outcomes might not be assessed. For example, studies might only include surrogate or intermediate outcomes. Thirdly, the study duration might be too short and patients might not be followed-up for long enough duration to adequately assess some outcomes that might be most important. This reason for research gap maps to several different concepts in the grading systems. In the EPC SOE, applicability is included as an “other
pertinent issue” and directness is a required domain. This system also incorporates the consideration of surrogate vs. clinical outcomes. Directness is a key element, incorporating the elements of applicability and surrogate vs. clinical outcomes in GRADE. The USPSTF considers the question “To what extent are the results of the studies generalizable to the general U.S. primary care population and situation? (i.e., what is the external validity?).”

We designed a worksheet to facilitate the application of the framework for the identification and organization of research gaps during systematic reviews (see Box 1). Our aim was to design a simple, user-friendly worksheet to help investigators record research gaps. We envision that investigators would fill out this worksheet soon after the data synthesis phase, while in the process of writing the results section of the systematic review. Having just completed reviewing the evidence in detail, we believe that this is the ideal time for investigators to comprehensively and accurately identify individual research gaps.

After internal review, and resulting clarification of the framework, we pilot tested our framework on two randomly selected evidence reports not produced by our EPC [14,15]. It took an average of 3.5 hours per evidence report and we identified a mean of 14.75 research gaps per evidence report. There were about two (14%) research gaps per evidence report, which could not be characterized using the PICOS component of the framework. These research gaps did not relate to a specific intervention or comparison, but instead related to prevalence, incidence, and the effect of certain factors on prevalence and incidence. These research gaps were thus abstracted in free-text form. There were some differences between what we abstracted and the future research sections of the report in terms of the level of detail. For instance, the future research sections in the EPC reports tended to make more general recommendations about research needs than we abstracted using the framework.

4. Conclusions

Systematic reviews are essential to the practice of “evidence-based research.” Health care research should begin and end with a systematic review [16–18]. A comprehensive and explicit consideration of the existing evidence is necessary for the development of an unanswered and answerable question, for the design of a study most likely to
answer that question, and for the interpretation of the results of the study [19]. The identification of gaps from systematic reviews is one way to move toward evidence-based research.

We developed a framework to facilitate the identification and characterization of research gaps from systematic reviews. The framework provides for the classification of where the current evidence falls short and why or how the evidence falls short. Knowing where the gaps are and the reason(s) underlying their existence could help in the translation of these gaps into specific research needs, and subsequently, in the prioritization and design of the appropriate research to fill them. The proposed framework, and accompanying worksheet, may help in making systematic reviews a more reliable source of research gaps in two main ways. First, it facilitates a systematic process to identify and record research gaps during systematic reviews. This would also facilitate the discussion about research gaps between team members who might have written the results for different review questions. Second, use of the framework would enable investigative teams to write the future research section of an evidence report in a more organized and systematic manner. A proposed format for presenting research gaps that takes full use of the framework is provided in Box 2. Not surprisingly, given the use of PICOS structure, our proposed format for presentation is similar to that proposed by Brown et al. [20]. Further research on the presentation of research gaps could assess if other elements of the EPICOT+ template (Evidence, Population, Intervention, Comparison, Outcome, Time Stamp) might be useful for different stakeholders. Alternatively, research with stakeholders may determine a preference for more of a free-form, free-text method of presenting research gaps.

In identifying research gaps, we suggest that investigative teams decide a priori about the specificity of research gaps to be identified and presented. It is also important to decide a priori which reason will be selected when the research gap arises because only one study is identified (i.e., insufficient information or unknown consistency). When identifying reasons why a research gap exists, it is helpful if team members pick the main reason(s) that prevented conclusions from being made and to be as specific as possible. This would provide the most useful guidance in designing the appropriate research to fill that gap.

Our framework calls for identifying the most important reason(s) for existence of research gaps. However, there may often be more than one main reason why a research gap exists. Team members could differ in their judgment of the relative importance of these reasons. Decisions on the relative importance of these reasons are often arbitrary. More research is needed to determine if a hierarchy or ranking system can be established to aid these decisions.

The application of the framework to identify research gaps by our investigative team was challenging. Much of this was because of our team being unfamiliar with the evidence reports and trying to retrospectively apply the framework. We suggest that the use of the framework will be more efficient if the same investigative team, which synthesizes the evidence applies the framework while writing the results. This can be empirically tested going forward. Also, if the body of evidence is graded, such as with USPSTF, GRADE, or the SOE system used by EPCs, teams can leverage work done in grading the evidence to identify research gaps.

Further evaluation is needed to see how the framework performs during the completion of a systematic review. A future project could have some members of the review team use the worksheet, and others not, to compare the process and outcome (i.e., future research section). In addition to further testing of implementation, the framework needs to be tested across a larger number and variety of reviews. This would enable determination of more formal metrics of instrument testing such as reliability. Given the use of the PICOS structure, it is not clear how the framework will

---

**Box 2 Proposed format for presentation of research gaps**

<table>
<thead>
<tr>
<th>Key question number and key question topic</th>
<th>Key question 1—What are the risks and benefits of oral diabetes agents (e.g., second-generation sulfonylureas and metformin) as compared with all types of insulin in women with gestational diabetes?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research gap number</td>
<td>Research gap number 1</td>
</tr>
<tr>
<td>-Reason for gap</td>
<td>-Reason for gap—not the right information (long-term outcomes not assessed)</td>
</tr>
<tr>
<td>-Population (P)</td>
<td>-Population (P)—women with gestational diabetes</td>
</tr>
<tr>
<td>-Intervention (I)</td>
<td>-Intervention (I)—glipizide</td>
</tr>
<tr>
<td>-Comparison (C)</td>
<td>-Comparison (C)—any insulin</td>
</tr>
<tr>
<td>-Outcomes (O)</td>
<td>-Outcomes (O)—long-term maternal outcomes (postpartum weight retention, obesity, development of type 2 diabetes), and long-term offspring outcomes (chronic diseases, e.g., obesity, type 2 diabetes)</td>
</tr>
<tr>
<td>-Setting (S)</td>
<td>-Settings (S)—any setting</td>
</tr>
<tr>
<td>Research question</td>
<td>What are the effectiveness and safety of glipizide compared with any insulin in the treatment of gestational diabetes with regard to the long-term maternal outcomes (postpartum weight retention, obesity, development of type 2 diabetes) and long-term offspring outcomes (chronic diseases, e.g., obesity, type 2 diabetes)?</td>
</tr>
</tbody>
</table>
perform with nonintervention types of questions. Further refinement of the framework may be necessary to enable the use across different types of questions. This testing may also highlight other necessary modifications of the framework. For instance, our current work suggests that the category “not the right information” may be split into different concepts (i.e., applicability, appropriate outcomes, etc.) to ease application of the framework and promote a more clear presentation of the research gaps.

Further evaluation is also needed to determine if the gaps identified using the framework are different than those identified using current methods. This could be assessed by examining the number and type of gaps identified. Perhaps more meaningful would be the evaluation of the perceived usefulness of the gaps by potential stakeholders. It is not clear if the translation of research gaps to prioritized research needs, in which issues such as importance and feasibility are considered, would be a more efficient or comprehensive process if our framework was used and presented as part of systematic reviews.

In synthesizing the available evidence, systematic reviews inform health care decisions for patients, policy makers, and clinicians. Systematic reviews can and should also be an invaluable source for the identification of research gaps, thus informing the development of research agendas. This potential impact of systematic reviews has not been fully realized. Our framework provides for the systematic identification and characterization of research gaps from systematic reviews. This explicit identification of research gaps will allow systematic reviews to maximally inform the types of questions that need to be addressed and the type of studies needed to address the research gaps.
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